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A self-organizing maps classifier structure for brain computer 
interfaces
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Abstract Introduction: Brain Computer Interfaces provide an alternative communication path to severe paralyzed 
people and uses electrical signals related to brain activity in order to identify the user’s intention. In this paper 
a classifier based on a Self-Organizing Map is introduced. Methods: Electroencephalography signal is used on 
this work as a source for the user’s intention. This signal represents the brain activity and is processed in order 
to extract the frequency features presented to the classifier, which uses a Self-Organizing Map and a series of 
probability masks in order to identify the correct class. Results: The proposed structure was evaluated using 
a dataset of Electroencephalography with three mental tasks. The system was able to identify the different 
states of the users intention with an accuracy of 71.21% for a three-class problem using only 25 neurons for 
one of the users. Conclusion: The classifier proposed in this paper has an accuracy that is around the value 
of similar works in the literature, using the same data, but using a small time window for the classification, 
meaning the system can have a better time response for the user. 
Keywords: Self-organizing map, Brain-Computer interface, BCI, SOM.

Introduction
Brain Computer Interface (BCI) systems can be 

used to provide an alternative communication path for 
people with severe disabilities as well as a new way 
to interact with devices in different circumstances, 
such as military or in the entertaining market 
(Al-Ketbi and Conrad, 2013; Brunner et al., 2015; 
Miranda et al., 2015; Navarro, 2004). These systems 
use brain’s electrical signals collected from the scalp, 
called Electroencephalogram (EEG), which after the 
application of digital signal processing techniques 
obtain information about the user’s intention. These 
different approaches for BCI’s architectures based on 
the physiological background of the activity used to 
identify the user’s intention will be shown in this work.

This work aims to identify motor intention from 
left and right hands, in addition to a cognitive task 
of remembering words, on continuous data. These 
mental tasks can be used to control any kind of 
device, such as a wheelchair, or a cursor on a screen. 
The classification on continuous data is a new approach 
to the development of BCI, as many of the works 
found on the literature present some kind of clue to 
the user in order to guide the user’s response.

Different approaches can be used to build a BCI. 
One of them is to identify physiological responses of 
the user to an external stimulus, such as in systems 
based on Steady State Visual Evoked Potential 

(SSVEP), on which a flashing light with a determined 
frequency is presented to the user and that frequency 
can be recognized on the EEG signal. This way, the 
system can identify the stimulus source and execute 
an action based on this choice (Cotrina et al., 2014; 
Gao et al., 2003).

Another approach is to instruct the user to imagine 
a movement of a hand, either left or right, after an 
instruction from the system. This way, different 
patterns, from potentials of preparation of movement 
(Dornhege et al., 2004; Krepki et al., 2007) to frequency 
characteristics related to the movement imagination 
(Benevides et al., 2011; Bueno and Pons, 2007; 
Galán et al., 2007) can be identified.

The approach used in this work is to identify 
motor intention based only on the EEG, without any 
mark or reference to the action to be executed for 
the classifier. For this to be accomplished, it must 
recognize features on the signal that characterizes 
the mental states without any kind of clue.

This work uses the dataset V of the BCI Competition III 
(Millan, 2004). The result of the competition is presented 
on (Blankertz et al., 2006; Blankertz, 2005). For the 
dataset V, in a direct comparison, the algorithm used 
on this paper scored the 13th position across the table. 
Although the algorithm does not surpasses the best 
algorithm of the competition, in terms of accuracy, 
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it presents a new approach to the classifier structure, 
and it can be used to map the activity of the user in 
different states.

Methods

The EEG signal and the features selection
The EEG signal is the electrical activity registered 

on the scalp and is related to the depolarization of the 
neurons inside the brain tissue. The depolarization 
potentials sum up in the brain volume and also across 
the skull bone and other tissues, such as the skin. These 
processes can be modeled as a set of individual dipoles 
inside a conductive volume of different materials 
(Malmivuo and Plonsey, 1995).

The EEG signals have an oscillatory nature and 
their spectrum is typically divided in bands, named 
after the Greek alphabet. The alpha (α) band comprises 
the frequencies between 8 and 13 Hz and is prominent 
in the occipital area and with eyes closed. The beta 
(β) band comprises the frequencies between 13 and 
30 Hz in the frontal and parietal lobes. The delta (δ) 
and theta (θ) bands are detectable in sleeping adults 
and comprise the frequencies between 0.5 and 4 Hz 
and 4 and 8 Hz, respectively. The mu (µ) band ranges 
from 8 to 12 Hz and is present on the sensorimotor 
area of the cortex. There is an overlap of the alpha, 
beta and mu bands, in terms of frequencies, but the 
mu band is most prominent on the sensorimotor 
area (Bashashati et al., 2007; Nicolas-Alonso and 
Gomez-Gil, 2012).

The data used in this work came from a public 
dataset for a 3-class identification problem from the 
BCI Competition (Millan, 2004). This dataset contains 
data from 3 normal subjects during 4 non-feedback 

sessions. In the sessions, the subjects sat in a normal 
chair, relaxed arms resting on their legs. One of the 
tasks is the evoking of words that start with the same 
letter. The second task is the self-paced movement 
imagination of the left hand, and the third task is the 
self-paced movement imagination of the right hand. 
The last session was used for testing and the first three 
sessions were used for training. The datasets comprise 
the full sessions were the data were acquired, without 
any preprocessing or artifact removal. Each session 
was conducted in a way that the subject receives an 
indication of the mental task he/she has to execute and 
the moment this execution has to start. The user then 
executes the mental task for 15 seconds, when and 
he/she receive another task request from the operator 
of the experiment. The sessions are not divided in 
trials, as the main goal of the dataset is to identify 
the mental task in continuous data. Each session had 
duration of 4 minutes (16 task changes for session), 
with a 5 to 10 minutes break between them.

The dataset was provided in two forms: raw data, 
sampled at 512 Hz, and precomputed Power Spectral 
Density (PSD) components in the 8 to 13 Hz with an 
interval of 62.5ms between two consecutives PSDs.

The proposed tasks comprise a cognitive task and two 
motor tasks. It is known that the movement imagination 
can activate the same areas as the real movements 
do, and generate Event Related Desynchronization 
(ERD) and Event Related Synchronization (ERS) 
that can be used to identify the user’s intention 
(Wolpaw et al., 2002).

The signals from the dataset were taken using 
32 channels of the extended 10/20 standard, as 
can be seen on Figure 1a. Only 8 channels from 
the original 32 of the dataset were selected for this 

Figure 1. Electrode location of the data used in this study. (a) Original sites, as provided by the BCI Competition. (b) Channels used in this 
work, after the Laplace filter. The figure was adapted from the online version of Malmivuo and Plonsey (1995).
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work. The selected channels were F3, F4, Cz, C3, 
C4, P3, P4 and Pz as can be seen in Figure 1b. These 
channels were chosen as they cover the sensorimotor, 
cognitive and associative areas of the brain related to 
the language and motor skills (Pereira et al., 2003).

As a pre-processing stage, the data were filtered in 
order to attenuate DC levels on the channels. A Finite 
Impulse Response (FIR) filter was used to filter the 
data in order to have a filtered data with frequencies 
above 2 Hz. A low pass filter was not used. A Laplace 
spatial filter was applied to the data in order to eliminate 
noises from nearby regions (Benevides et al., 2012; 
Fabiani et al., 2004). The Laplace kernel used was a 
3 x 3 matrix applied spatially to the data. In some of 
the corners of the data matrix, the kernel was not a 
full matrix, in order to accommodate the data voids. 
The channel selection occurs in the moment of the 
filtering; in other words, only the selected channels 
were filtered, and the others were discarded and its 
information was only used by the Laplace filter.

From the selected channels, the PSD was calculated 
using a window of 512 samples, in order to have 1 Hz 
of PSD resolution. The PSD was calculated with an 
overlap of 480 samples. According to Wolpaw et al. 
(2002), the frequency bands covering the mu (µ) and 
beta (ß) bands are good alternatives for features for 
a BCI system, as they reflect the conscious decision 
to execute a movement. From that knowledge, the 
frequency bands between 8 and 13 Hz were chosen 
for this work as they reflect most of the conscious 
hand movement and have higher power associated, 
increasing the signal to noise ratio. The power of these 
frequency components in all channels were chosen 
as features for this classifier, giving a feature vector 
of dimension 48 (six features by 8 channels).

The self organizing map
The Self-Organizing Map (SOM) is a kind 

of competitive neural network that resembles the 
structure of the neurons on the brain’s cortex. This is 

characterized by a matrix topology and lateral 
connectivity; in other words, the neurons only have 
connection to its neighbors and the outputs are not 
fed into the others neurons input (Kohonen, 1990; 
Somervuo and Kohonen, 1999). The output of the 
network is structured following the same principle, 
one output for each neuron. These maps are usually 
build using a two dimensional array of neurons, in a 
square or hexagonal distribution. SOM can only have 
one active neuron output, regardless of the number 
of neurons in the map, and this output only can have 
two values, active or inactive. The active output is 
the one that is more related to the given input, as the 
neurons accommodate their internal coefficients to 
become similar to a related set of input values.

The training process of SOM is unsupervised: 
the data are presented to the map and it adjusts its 
parameters in order to create representations of the 
inputs in the network. In this process, neurons that 
respond to similar inputs become close to each other, 
and neurons that respond to different inputs are set 
apart from each other. This process creates clusters 
of neurons that represent the relationship between 
the different inputs and can be used to visualize the 
relationship between different inputs. In this work, 
this clustering characteristic is used to identify the 
different mental states. The training of the network 
used an incremental approach in the sense that the 
same network was trained with the data from the first 
session, then trained with the data from the second 
session and, finally, with the data from the third 
session. Each of the training sessions was conducted 
with the same number of epochs (n = 100).

Figure 2 illustrates the activation map using the 
training data for one subject. Each individual square 
represents the amount of activation of an individual 
neuron for the entire dataset. The more active the 
neuron, the whiter is the representation. The figure is 
divided in three subfigures that represent the neurons’ 
activation for each class.

Figure 2. Probability masks for a classifier using a 5x5 neurons Self-Organizing Map. Each figure represents the activation map for one 
individual class. The total activation for each neuron in the three tasks is taken to account in order to generate the figures. The sum of the 
three figures gives a matrix of unity probability. The color scale represents the value of the probability for the neuron.
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One can note in Figure 2 that the individual classes 
are not localized in a well-defined region of the map, 
but are dispersed over specific regions. Another 
characteristic is that some neurons are active in more 
than one class; this means that these neurons represent 
a mental state that appears in more than one class, 
such as a planning, visual, or other kind of background 
activity. Some of these neurons are more active in 
one class than the other. This amount of activation 
in different classes is taken into account for deciding 
the class in which the sequence of activation belongs.

The SOM outputs must be interpreted in some 
way. Different from a Multilayer Perceptron (MLP), 
SOM outputs do not mean that a specific input belongs 
to a specific class. A post classification is needed to 
indicate the output class based on SOM’s outputs. 
The outputs of the activated neurons in SOM cannot 
be predicted and a post classifier cannot be constructed 
before the network training. This interpretation will 
be discussed in the next section.

The classifier structure
The interpretation of the SOM’s output is made 

using a classifier based on a series of masks. These 
masks contain weights that are used to identify the 
input’s class. These weights represent the probability 
of that neuron be active in a specific task, using the 
training data. Some neurons are always active in a 
single task and some can be active in more than one 
task. Combining these masks with the map output, the 
classifier has three probabilities, one for each class. 
In this situation, the task with higher probability is 
assigned to the input and generates an output. If an 
input activate a neuron that is present in more than 
one class with equal probability for both classes; 
the classifier assigns an unknown class to the input. 
A reclassification technique is also used in order to 
confirm the class and attenuate output changes, as it 
uses the probability of a single activation to be the 
output class and will be discussed later in this section.

The masks are constructed based on the known 
class of the training dataset. After SOM is trained with 
the dataset, the features belonging to a specific task 
are presented to the network and the corresponding 
outputs for that set is then summed up. This results 
in a matrix that can be viewed as a figure, in order to 
illustrate the amount of activation of the individual 
neurons in a specific class as represented in Figure 2. 
The activation of SOM for the whole dataset does not 
provide much information, as the data for the three 
classes are mixed. This representation can be viewed 
in Figure 3 for the training dataset. These data start to 
make sense when they are separated according to the 
classes, as shown in Figure 2 for the training dataset. 

The training dataset was chosen for this figure in order 
to have a figure with different colors. The masks form 
three probability matrices that sum up to one; if we 
draw the original data, all the matrix will sum up to 
one and the figure will turn out white on all neurons. 
One can identify some clusters that form the classes 
and even within the same class. We assume that the 
mental task is executed during the whole time that 
the signal is tagged as belonging to a specific task.

The representation in Figure 2 is normalized per 
neuron across all of the classes, giving that value a 
probability of that neuron to be active in a specific 
class, not among the network.

This probability can be calculated as the reason 
between the amount of times that one specific neuron 
is active for a given class and the total amount of 
activation of that same neuron, as given by Equation 1.

( ) Class
i

i

NP Class
N

=  (1)

where, is the probability of a given class for a neuron, 
is the number of activations for a neuron in a specific 
class, and is the number of activations of a neuron 
for all the classes, i is the neuron index and Class 
corresponds to the desired class or mental task, which 
can be 1, 2 or 3, meaning Evoking Word, Left hand 
and Right hand, respectively.

With the matrix coefficients defined as in Equation 1, 
Equation 2 is also true, as the sum of the activation 
of a given neuron in each of the three classes will 
give a probability of 1.

( ) ( ) ( ) 31 21 2 3 1i i i
i i i

NN NP P P
N N N
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Figure 3. Activation map for all of the inputs of the training dataset, 
not considering the class to form the map. This figure is normalized 
using the most active neuron as reference. The color scale represents 
the amount of hits for each neuron.
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There are some neurons that are active only on 
a selected class; these neurons have a probability of 
1 for that class and zero for the others. On the other 
hand, some neurons were not active in none of the 
three classes; these neurons have zero probability 
for all classes.

Figure 4 represents the same data in Figure 5, but 
with the information of classes represented by shades 
of the primary colors, Red, Green and Blue. Observe 
that there are other colors different from the three basic 
colors on the fourth graph. These variations of colors 
in the neurons indicate that they are active in more 
than one class, as can be observed in the individual 
maps for each class.

Figure 5 shows the distribution of the activations 
for the validation set. One can observe that the 
distribution of the activations of these data provides 

a figure that is similar to the one in Figure 2. This fact 
leads us to assume that the clusters generated during 
the training process created a valid characterization 
of the mental tasks involved.

The reclassification structure takes a number of 
classifications and decides, based on the number of 
classifications for a specific class, which of the classes 
represents the data that was previously analyzed. 
The reclassification method used in this work chooses 
the most frequent class within a four samples window 
and assumes this class for the whole window, such 
as shown in Figure 6.

The classifier generates an output, based on 
the probability masks and on the SOM activation. 
This generates three probabilities P(1), P(2) and 
P(3). The function max(…) returns the number of 
maxima and the value of the maximum value. If there 

Figure 4. Activation map with class information, using the validation dataset. The activations that belong to the class 1 (Word) are represented 
in shades of red, class 2 (Left Hand) in shades of green and class 3 (Right Hand) in shades of blue. The color scale represents the amount 
of hits for the neuron. The all classes figure combines de three classes and the different colors corresponding to the different classes using 
the normalized scale of each individual class.
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is more than one maximum, the classifier increases 
the count of unknown classifications (variable C0). 
If there is only one maximum, the system identifies 
the mask that generated the maximum and increases 
its count (variables C1, C2 and C3, for the three 
classes). When the system receives the fourth sample 
according to the variable N, the system evaluates the 

amount of classified outputs and decides witch class 
to output, according to the function argmax(…), which 
will return the index of the maximum of the vector 
formed by the four variables C1, C2, C3 and C0 and 
the number of maxima. If this number of maxima is 
greater than 1, the system gives an unknown output.

Figure 5. Activation maps for the validation dataset, for each of the classes. The color scale represents the amount of hits for the neuron.

Figure 6. Flowchart of the classifier, including the reclassification method, as described in the text.
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Results
This approach to the classification process can 

look quite simple, but it is indeed very effective. 
Using the power spectral density of manually selected 
frequency bands of the EEG signal collected over the 
sensorimotor, frontal and parietal lobes of the cortex 
as features, the proposed structure with SOM and a 
set of probability masks is capable of generating a 
good classifier, even using a very simplistic decision 
mechanism.

Figure 7 represents the output of the classifier and 
the target versus time, using the validation dataset for 
one user, for comparison.

In Figure 7, that the output of the system has some 
variations and misclassifications. However, even with 
these misclassifications, the total accuracy of the 
system, using a 25 neuron SOM, is 71.21%, 56.41% 
and 38,87% for the users 1, 2 and 3, respectively, 
providing a total accuracy for the three users of 
55.50%. In a 3-class problem, a random accuracy 
for this situation is around 33%.

It is worth to mention that the signals used in this 
work were collected in a task environment without 
feedback. Thus, it is expected that the implementation 
of a feedback system increases the accuracy of the 
system as the user can adapt itself to the BCI and 
create an internal representation of the interface 
(Lebedev and Nicolelis, 2006).

Figure 7. Time response of the output of the system. On the figure (a), the target is presented. On figure (b) the output of the classifier, 
represented as dots, is superimposed on the targets of the figure (a).

Discussion
The system described in this work is capable of 

identifying the correct class in more than 71% of the 
trials for the best user on the presented study, and it 
also can be used to drive a BCI in these conditions. 
Although the output of the simulated classifier has 
some variation, we assume that the system can be 
used to generate high-level commands, which can 
be less frequent than low-level commands, giving 
the user time to correct the command.

Other works, like the ones presented on 
Blankertz et al. (2006), have similar results. The best 
result on that paper had an overall accuracy of 68.9% 
across three users (79.6%, 70.31% and 56.02%). 
Among 22 different methods the best eleven results 
were among 68.9% to 60%, for the overall accuracy. 
Even though the lower classification accuracies of the 
users 2 and 3 (56.41% and 38.87%, for this system), 
the total accuracy of the system here developed is 
pretty acceptable compared to the results from other 
groups who participated on the BCI Competition, 
as lower accuracies also are present on the results 
of other groups.

The other groups who participated in the Competition 
used different classification methods (Blankertz, 
2005), mainly Linear Discriminant Analysis (LDA), 
statistical methods, like the Fischer Discriminant, 
Support Vector Machines, Multilayer Perceptron 
Neural Network, and Naïve Bayes Classifier. They 
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also used different approaches to feature selection 
and processing.

From all of the 22 submissions, 18 used the 
precomputed PSD values, and only 4 computed the 
features from the raw data. These 4 submissions that 
used raw data executed filtering, as well as artifact 
removal on the original data. From the submissions 
that used raw data, the one with better accuracy used 
features generated using the Common Spatial Patterns 
technique, associated with an SVM. The second 
submission that used raw data in the final classification, 
created bipolar signals from the original unipolar 
dataset and generated Autoregressive models as 
features for a LDA classifier. The third submission 
created a mixture of statistical, parametrical and 
transforming features and used a Bayes classifier. 
The last submission generated the PSD of the original 
data and combined it with some temporal characteristics, 
and also used a Bayes classifier. The algorithm here 
proposed performed better than the aforementioned 
three submissions using the raw data.

In order to improve the classification of the users 
2 and 3, a customized feature set is needed, as it could 
be seen in some of the submissions to the competition. 
It is worth to comment that the structure presented in 
this paper was the same for all users.

Another point is that the results of the BCI 
Competition account one second of EEG data and one 
classified output must be sent every 0.5s (2Hz). The 
system introduced in this paper has a higher output 
frequency, giving the output result with a frequency 
of 4Hz, instead of 2Hz.

As a final remark about the system, one can observe 
that the system can generalize more than 2 classes, 
three in this case, but with the potential to do even 
more than three classes, as can be seen in Figure 2, 
class 2, that has two clusters on the same class. If a 
larger number of neurons is used, these subclasses 
can be more relevant, leading to the identification 
of a larger number of classes. The limitations of the 
system resides mainly on the generation of the masks, 
as SOM can identify subtle changes on the features, 
and the target may be shifted in time, as shown in 
Figure 7, leading to an increase in misclassification. 
Future works on this technique can be basically divided 
in two different lines: identification of subclasses in 
lager maps, in order to use these subclasses as more 
outputs for the system; and the observation of the 
temporal changes in the activations of the network, as 
a way to determine the “sequence of steps” involved 
in the execution of a mental task, considering that 
the mental tasks have an evolution in time during 
its execution, in order to improve the classification.

The main disadvantage of this system resides in 
the fact that SOMs are essentially two-dimensional 
structures, mostly square. Thus, changes in the topology 
that can have low impact on the classification rate can 
have great impact on execution time. This is especially 
important when the system has to be used in an online 
situation with feedback to the user.
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